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ABSTRACT

In this demo, we present the VirtualConductor, a system that
can generate conducting video from any given music and a
single user’s image. First, a large-scale conductor motion
dataset is collected and constructed. Then, we propose Audio
Motion Correspondence Network (AMCNet) and adversarial-
perceptual learning to learn the cross-modal relationship and
generate diverse, plausible, music-synchronized motion. Fi-
nally, we combine 3D animation rendering and a pose trans-
fer model to synthesize conducting video from a single given
user’s image. Therefore, any user can become a virtual con-
ductor through the system.

Index Terms— Adversarial learning, orchestral conduc-
tor, audio motion correspondence

1. INTRODUCTION

In recent years, deep learning has shown its advantages in
learning discriminative feature representations [1] and learn-
ing high-quality generation [2] from massive data. As a no-
table research line in this field, learning the cross-modal map-
ping from sound to human motion has drawn a lot of atten-
tion. Various types of applications, including speech gesture
generation and musical gesture generation (dancing and in-
strument playing), have been developed in recent years. But
researchers pay little attention to the motion generation of an
orchestral conductor. Moreover, there is not a large-scale con-
ductor motion dataset currently available. Therefore, we build
a system to make the first attempt towards music-driven con-
ductor motion generation and realize a virtual conductor.

To build a large-scale conductor motion dataset, we first
collect concert performance video recordings, then extract
conductor motion by pose estimation [3]. Meanwhile, dif-
ferent types of audio features, including MFCC, spectral cen-
troid, spectral bandwidth, onset envelope, estimated tempo,
and predominant local pulse, are extracted. Finally, the con-
structed dataset consists of conductor motion data and aligned
music features in a total of 40 hours.

However, modeling conductor motion still has several
challenges. First, the conductor motion is highly compli-
cated because it conveys various types of information, includ-
ing tempo, strength, and emotion. Meanwhile, the generated
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Fig. 1. The pipeline of presented demo VirtualConductor.

motion should be closely synchronized with music. More-
over, because of different conducting styles, mapping music
to conductor motion is a one-to-many task, which is difficult
to learn by standard mean squared error (MSE) regression.
In this demo, based on the constructed dataset, we propose
the VirtualConductor system to tackle the above difficulties.
We use a combination of MSE loss, pose perceptual loss, and
adversarial loss to train the motion generator. In this way,
the generated motion can be simultaneously diverse, plausi-
ble, and synchronized to music. Finally, by combining 3D
animation rendering and pose transfer [4] module, the system
can generate conducting video from given music and a single
user’s image. In the following sections, we will introduce our
system in detail.

2. SYSTEM DESIGN AND IMPLEMENTATION

2.1. Audio Motion Correspondence Learning

We first design an AMCNet to learn the correspondence be-
tween audio and motion. As shown in Fig.1, the AMCNet
consists of a music encoder Ea, a motion encoder Em, and
fuse layers. The features extracted by two encoders are con-
catenated and passed to fuse layers. The AMCNet output a
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Fig. 2. Skeleton generated by the VirtualConductor.

possibility in the range of (0,1), indicating whether the input
music frame and motion frame correspond. The loss func-
tion of the AMCNet is shown in Eq.1, where xi and yj are
the random scaled correspond pairs, while xi and yk are not
correspond pairs. The trained feature extractors of AMCNet
have the following properties: the extracted music feature is
closely synchronized to the target motion, and the extracted
motion feature is scale-invariant.

LAMC =
1

N

N∑
i,j=0

(AMCNet(xi, yj)− 1)2+

1

N

N∑
i,k=0

(AMCNet(xi, yk)− 0)2

(1)

2.2. Adversarial-Perceptual Learning

Due to it is difficult to learn the one-to-many mapping by us-
ing standard MSE loss, we relax the constraint of MSE by
combining adversarial loss and perceptual loss. The adver-
sarial loss enables the model to approximate the distribution
of the real conductor motion and generate a realistic motion
sequence, while the perceptual loss ensures the generated mo-
tion conforms to music. As shown in Fig.1, we use the learned
motion encoder Em of AMCNet to calculate the perceptual
loss, and transfer the music encoder Ea into the motion gener-
ator G. At the same time, a discriminator Dm with Lipschitz
constraint is set up to guide the generator towards the real mo-
tion distribution. The loss function of the motion generator G
is shown in Eq.2

LG =λmse
1
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i=0

(G(xi)− yi)
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Fig. 3. 3D animation results generated by the VirtualConduc-
tor.

Fig. 4. Demo results generated by the VirtualConductor.

3. DEMONSTRATION

The VirtualConductor requires a music file and a single user’s
image as input. The system extracts the music feature and
generates a motion sequence. The motion sequence is sub-
sequently rendered to the 3D avatar, and the user’s conduct-
ing video by pose transfer module [4]. The generated skele-
ton, 3D animation and final video output results are respec-
tively shown in Fig. 2, Fig. 3, and Fig. 4. The demo system
is implemented in Pytorch with an NVIDIA 2080Ti GPU. It
can generate conductor motion of complete Beethoven Sym-
phony No.5 in 1.431 seconds and synthesize conducting video
in about 13 fps.

Fig.5 shows the loss curves and the Wasserstein distance
during training. Although the MSE loss has almost not been
optimized, the perceptual loss and Wasserstein distance are
going down. It shows that the generator is not trying to regress
the ground truth motion. Instead, it learns the distribution of
the real motion and its relationship with music.
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Fig. 5. Loss curves and the Wasserstein distance during train-
ing.
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4. CONCLUSION

In this demo, we make the first attempt towards music-driven
conductor motion generation. First, a large-scale conductor
motion dataset is constructed. Then, we propose a 2-stage
model which includes audio motion correspondence learn-
ing and adversarial perceptual learning. Experimental results
show that the cross-modal relationship between music and
motion is effectively learned. Finally, taking a music file and
a single user’s image as input, the VirtualConductor system
can generate diverse, plausible, music-synchronized conduct-
ing video and enable anyone to become a conductor.
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